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Abstracts: Pi Sigma neural network is a kind of high-order feedforward neural network, which is characterized 
by fast convergence speed and strong nonlinear mapping ability. However, for the growing large dataset, the 
traditional Pi Sigma neural network suffers from the problems of complex network structure, difficulty in 
determining weights, and low learning efficiency. Therefore, this paper proposes a hybrid heuristic algorithm that 
combines the flower pollination algorithm with the firefly algorithm to optimize the weights and biases of the Pi 
Sigma neural network. The experimental results show that the optimized neural network has good performance 
in many aspects.
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1. Introduction
In recent years, more and more researchers are using artificial intelligence to solve real-world problems due 

to the swift advancement of artificial intelligence. Neural networks, as an important part of AI, are also widely 
used by researchers[1-3]. So far, various neural network models have been proposed, among which the feedforward 
neural network is one of the most widely used. Early feedforward neural networks contain only summation 
neurons, which are less efficient in dealing with complex nonlinear problems. To improve the learning efficiency 
and nonlinear mapping ability of the network, the summation neurons were introduced into the 

feedforward neural network, which resulted in the formation of high-order feedforward neural networks 
(HONNs) [4,5]. However, simply constructing the product neuron by the simple product of the input node values 
leads to an exponential increase in the number of weights, which is known as the ”dimensionality catastrophe”. 
To efficiently avoid the exponential growth of weight vectors and processing units, Shin Y. designed a higher-
order neural network called the Pi Sigma neural network[6]. It is widely used in solving different problems such as 
classification, function approximation, and prediction[7-9]. 

For the performance of the neural network to be fully demonstrated, it is crucial to choose an appropriate 
training method. Traditional network training methods usually use local search methods, such as gradient descent, 
but this method has some problems. First, gradient descent is prone to fall into local optimal solutions, i.e., the 
network may converge to the local optimal point during the training process without being able to find the global 
optimal solution. This is because gradient descent can only update the current weights according to their gradient 
direction, which may result in missing better weight combinations. Second, gradient vanishing is another common 
problem, especially in deep networks. As the gradient decreases to near zero during backpropagation, the update 
of the weights also becomes very small, causing network learning to become slow or stagnant. In contrast, 
intelligent optimization algorithms have a global search capability and can search in the entire search space, 
thus making it more likely to find the global optimal solution. Such algorithms not only rely on the gradient 
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information of the current weights but are also able to explore the entire weight space to find better weight 
combinations through different search strategies and optimization operators, thus improving the training effect 
and generalization performance of neural networks[10,11]. The intelligent optimization algorithm, also known as a 
modern heuristic algorithm, is a stochastic search and optimization algorithm that developed rapidly in the late 
20th century. It breaks the dependence of traditional optimization algorithms on the mathematical characteristics 
of the optimal solution and can directly solve the approximate solution to the optimization problem, which is why 
it has been widely used. 

Two famous population-based intelligence optimization algorithms, the flower pollination algorithm[12] 
and the firefly algorithm[13], were introduced by Yang. Due to their uncomplicated structure, independence from 
gradient information, and minimal required parameters, these two algorithms have garnered more attention 
among researchers. They have been extensively adopted in various fields such as structural optimization of neural 
networks, economic allocation, and production scheduling[14-16]. Although the flower pollination algorithm has 
many advantages, it has disadvantages like other intelligent optimization algorithms. For example, it tends to fall 
into local optima and converges slowly at later stages. To reduce these drawbacks, many researchers have tried to 
improve the algorithm. 

Guo Z.[17] proposed a pollination algorithm (LNFPA) based on logical chaotic mapping and natural mutation, 
which utilizes logical chaotic mapping to generate the initial population, then uses a crossover operation to 
perform a local search and performs a natural mutation operation after each iteration to improve the search 
effect. Compared with FPA, LNFPA has a more stable performance, faster iteration speed, and higher accuracy. 
Nevertheless, the improvement of this algorithm ignores the balance between the local and global search of the 
algorithm. Cai C.[18] proposed a novel Improved Flower Pollen Algorithm (IFPA), which is based on the basic 
pollen algorithm with the addition of Cauchy mutation, Elite’s strategy, and the dynamic transition probability, 
and used the improved algorithm for the synthesis of antenna arrays, but neglected the algorithm’s population 
initial permutation of the antenna array. Although several scholars have optimized the basic pollen pollination 
algorithm, the problem of slow convergence of the pollen pollination algorithm in the later iterations still needs 
to be further solved. 

To address the above problems, this paper proposes a hybrid firefly flower pollination algorithm (FA-FPA) 
Subsequently, we used the algorithm for the training of Pi Sigma neural networks to make the Pi Sigma networks 
have better generalization performance, which can make them better used in various fields. In summary, the main 
contributions of this paper are as follows: 

This paper proposes an intelligent optimization algorithm known as a hybrid firefly flower pollination 
algorithm. The main idea of the algorithm is to use SPM chaotic mapping to initialize the population, so that the 
pollen algorithm converges to the global optimal solution faster based on obtaining a better initialized population, 
and then uses the dynamic conversion probability to control the balance between exploitation and exploration 
to avoid the algorithm from converging to the local optimal solution prematurely, moreover, to accelerate the 
algorithm’s searching efficiency, it is incorporated into the searching method of the firefly algorithm in the global 
searching stage.

To demonstrate the effectiveness of the improved algorithm for Pi Sigma neural network training, this 
paper demonstrates the effectiveness of the proposed hybrid firefly flower pollination Pi Sigma neural network in 
dealing with classification through numerical experiments.
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When computing the brightness at an individual  in the FA algorithm, its proximity to other individuals,
such as individual  located at a distance of , is considered.

 = 0 × −λ (5)
where 0 denotes the maximum fluorescence brightness of the firefly, i.e., the fluorescence brightness of the
individual  itself; λ is defined as the coefficient that describes the rate at which the light intensity is absorbed,
whose data has a crucial role in the speed of convergence and performance of the FA algorithm itself,
theoretically λϵ 0,∞ , but in practice, due to the characteristic scale of the optimization problem, as long as λ
= 0 is satisfied, so in most applications, the value of λ is usually taken between 0.1 and 10, in this paper's
numerical experiments, λ = 1.0.  refers to the Euclidean distance between fireflies  and  in the solution
space. It can be expressed as follows:

 = | − | = =1
  − 

2
� (6)

The attraction force between individual  and individual  is proportional to a function of their relative
brightness and distance, determining the degree of their attraction.

β = β0 × −λ
2

(7)

Here  and λ are the same as before; β0 denotes the maximum attraction of the firefly (i.e., the attraction
at  = 0).

The updated equation for the position of firefly  that is attracted to another firefly  and moves is

+1 =  + β0−λ
2
 −  + αμ (8)

By using a step factor α and a random vector μ , whose components obey either Gaussian or uniform
distributions, the FA algorithm continually adjusts the positions of fireflies based on their attractiveness and
brightness, resulting in fireflies gravitating towards those with higher fitness values and ultimately achieving
optimization.

3. Proposed methods
3.1. A Hybrid Firefly Flower Pollination Optimization Algorithm

3.1.1. Initialization of population based on SPM chaotic mapping
Population initialization is a crucial step in evolutionary algorithms and optimization algorithms, and its

quality directly affects the convergence speed of the algorithm and the quality of the results. The traditional
population initialization method may lead to high similarity and lack of diversity of individuals in the
population, which limits the exploration ability and global search ability of the algorithm. In contrast, the use of
SPM chaotic mapping[19] for population initialization has a more uniform distribution, which can increase the
diversity of the population, improve the coverage of the search space, and enhance the exploration ability of the
algorithm. This approach provides better starting points, accelerates the convergence process of the algorithm,
and helps to discover high-quality solutions, which improves the performance and effectiveness of the
algorithm. The specific formulation of SPM chaotic mapping is as follows:
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Table 1. Details of the classification experiment dataset.

Sample Name Attributes Sample Number Category
Iris 4 150 3
Jain 2 372 2
Cleve 13 296 2
Cancer 9 683 2
Thyroid 5 215 3

Table 2 shows the accuracy of the classification of FA-FPA-PSNN on different data sets. Figure 3 shows the 
variation curves of the fitness values of FA-FPA-PSNN and other comparative algorithms on different data sets.

    

(a) Iris                                                                           (b) Jain

  

(c) Cleve                                                                     (d) Cancer

(e) Thyroid
Figure 3. the variation curves of the fitness values of different algorithms on different data sets.
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In this article, we set the initial population size to 20 and the number of population iterations to 1000 
for initializing the proposed Pi Sigma neural network based on the FA-FPA algorithm. Also, we divided each 
dataset into a training set and a test set in a ratio of 2:1. In this experiment, the activation function chosen for 
the Pi Sigma neural network is the Sigmoid function. Our fitness function for classification is the correct rate of 
classification. 

In addition, please note that the experiments in this paper were conducted using MATLAB version 2018a. 
According to the graphs of fitness values during training iterations of the datasets, we know that the FA-FPA-
PSNN algorithm is the first to reach the maximum fitness value on the training sets of all datasets, which means 
that the FA-FPA-PSNN algorithm is more efficient in the merit-seeking ability compared to the FPA-PSNN, PSO-
PSNN, and BA-PSNN algorithms are more powerful. 

Alternatively, through Table 2, we can find that the FA-FPA-PSNN algorithm has higher test accuracy on 
all datasets than the FPA-PSNN, PSO-PSNN, and BA-PSNN algorithms, which shows the strong generalization 
ability and classification performance of FA-FPA-PSNN algorithm. In summary, after the classification 
experiments on the data, the experimental results demonstrate that the classification accuracy attained by the 
PSNN based on the firefly flower pollination algorithm surpasses that of the PSNN based on the BA, the PSNN 
based on the PSO, and the PSNN based on the FPA.

Table 2. The accuracy of the classification of different algorithm on different data sets.

Data Set Algorithm Training Accuracy Testing Accuracy

Iris

BA-PSNN 0.7900 0.7600
PSO-PSNN 0.6800 0.6400
FPA-PSNN 0.9600 0.9600
FA-FPA-PSNN 0.9700 0.9800

Jain

BA-PSNN 0.9078 0.8761
PSO-PSNN 0.9192 0.9558
FPA-PSNN 0.9423 0.9558
FA-FPA-PSNN 0.9423 0.9823

Celve

BA-PSNN 0.6000 0.6563
PSO-PSNN 0.6750 0.6979
FPA-PSNN 0.7200 0.7292
FA-FPA-PSNN 0.8150 0.8333

Cancer

BA-PSNN 0.8087 0.7982
PSO-PSNN 0.9587 0.9596
FPA-PSNN 0.9739 0.9686
FA-FPA-PSNN 0.9826 0.9741

Thyroid

BA-PSNN 0.8182 0.8192
PSO-PSNN 0.8182 0.8667
FPA-PSNN 0.8364 0.8476
FA-FPA-PSNN 0.9091 0.9333

5. Conclusion and potential future works
This study proposes a Pi Sigma neural network based on the hybrid flower pollination algorithm, i.e. the f 

flower pollination algorithm is used to train the weights and deviations of the Pi Sigma neural network from the 
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input layer to the hidden layer, and the trained Pi Sigma neural network is used to solve the data classification 
problem. 

In the classification experiments, compared with FPA-PSNN, PSO-PSNN, and BA-PSNN, the FA-FPA-
PSNN had better classification performance on multiple data sets, was less prone to fall into local optima, and 
had stronger generalization performance. It also has stronger generalization performance. 

In the future, we can improve the Pi Sigma neural network based on firefly flower pollination in several 
ways: 

a)	 Develop more efficient optimization algorithms. In addition to the firefly algorithm, many other 
optimization algorithms can be used to train neural networks, such as genetic algorithms and ant colony 
algorithms. In the future, we can explore the use of these algorithms to optimize the Pi Sigma neural network. 

b)	 Introduce more sophisticated data preprocessing techniques. Data preprocessing is a crucial step in neural 
network applications, which can greatly influence the performance and generalization ability of the model. We 
can introduce more sophisticated data preprocessing techniques to effectively extract hidden information from 
the data and enhance the performance of the PSNN. 
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