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Abstract: Synchronization poses a major challenge to UWB systems due to the low acquisition time in UWB.
This study develops an Shared Loopded Delay -Line for FD-IR-UWB receivers to improve the synchronization
performance. The proposed parallel search architecture reduces the search time of the symbol boundaries.
Moreover, one branch needs a time delay element, since SDL was proposed to lower the implementation
complexity of the parallel search architecture. Finally, simulations and theoretical analysis show that the proposed
architecture obtains a lower MSE and a higher PD than other alternatives.
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1. Introduction

UWRB radios could use frequencies in the range 3.1-10.6 GHz[1]. UWB can thus save the bandwidth, low
cost, and low power consumption requirements of next-generation CE devices. Different UWB systems have
been proposed, including TH-IR UWB, MB-OFDM UWB, and DS UWB. In TH-IR UWB systemsm, data are
transmitted using trains of pulses on the order of nanoseconds. TH-UWB systems achieve a fine multi-path
resolution capability and low power consumption, which makes TH-IR UWB systems viable candidates suitable
shortrange or indoor wireless communications'".

A important issue to TH-UWB systems is time synchronization since the information bearing waveforms
are pulselike. Moreover, low power pulses through the multipath channel is unknown at receiver at the
synchronization scheme.

Hence, peak-picking of output of a sliding correlator between the received and the transmitted template is
not only optimal in dense multipath, but also leads an unacceptably slow acquisition speed™”.

TR receivers” have a important advantage for coherent receivers, in that they capture power from multipath
components at a low complexity. However, the reference pulses are corrupted by noise or interference. FD
receivers, unlike TR schemes, transmit data by applying DPSK at the frame-level'”, then there is no need to TR
pulses. Hence, FD receivers have a lower IFI than TR schemes, and are therefore more suitable for high data rate
applications. Witrisal' proposed an equivalent system for FD-IR-UWB systems, but also did not manufacture the
synchronization problems.

Yang and Giannakis"”' proposed a new synchronization criterion, termed “timing with dirty templates” (TDT).
The TDT exploits the fact that the cross-correlation of these TDT exhibits a maximum at the accurate symbol
time. Although TDT is blind in the situation that they do not need TH code, they are inoperable in multi-user

environment in which other users adopt the same training patterns.



Electronics Science Technology and Application (2025) Volume 12 Issue 1 ISSN: 2424-8460(0)
2251-2608(P)

This study creates a synchronization algorithm for multiuser and multipath environment designated as
”PS-SLD. The receiver of PS-SLD resembles that of the FD-IR-UWB system proposed by Witrisal'®, however
includes an additional SLD. Moreover, the synchronization scheme of the PS-SLD is similar to that of TDT
algorithms'” in that the PS-SLD algorithm also determines the maximum accumulated output by testing all of
the candidate offsets. However, the candidate offsets considered by TDT algorithms belong to the interval [0, T;]
, however those of the PS-SLD belong to the interval [0, T}] , referred as the “uncertainty region”, owing to its
parallel search mechanism. Finally, The simulation results also confirm that PS-SLD achieves a higher PD and a

lower MSE than TDT, particularly in multi-user environment.

2. Signal model

As discussed in [2], the transmitted waveform from the user & is expressed as

o Ny—1

sk=Y_ > dpaw(t—iT, — jTy — i ;T.), (1)

i=—o0 j=0

where k is the user index; i is the symbol index; j is the frame index; d,, € {+1,—1} is the data sequence of the
kth active user; w(t) is the transmitted pulse waveform; T} is the symbol duration; 7;is the pulse repetition time;
{ek,; }j.\,:fo_ "is the TH code, and 7. is the chip duration.

As discussed in [6], let be the offset between the pth and the (p+1)th transmitted pulses from the user £,
where

Dk,p = Tf + (ck,[p+1]y,— ck,[ply,) % Tc for p € [0,Nf — 1], and [-]y,indicates the modulo operation with base
N. The sy(2) is given by

0o Np—1

Z delwt—ZT—CkoT ZDICP (2)

i=—o0 j=0
1
where > Drp = 0 is defined.
p=0

The multipath corresponding to every user & is modeled as a tap delay line with L, +1 taps. The amplitudes

{aw}f:’vo and delays {Tk,l}fz’“o of the taps are assumed to be constant over. The channel impulse response is given
by

Ly
t) Zzak,z5(t—7k—7k,l), A)
1=0

where rkyOZO is defined, 1, € [0,7;) represents the propagation delay of the first arrival signal, and 1, represents t

delay spread. The collected waveform of all the users has the form

N,—1

r(t) = Zsk(t)*hk(t)—{—n(t)

= Z Z Zdeaklwt—zT—ckoT— (4)

k=0 i=—o0 j=0 [=0
j—1

ZDk,p — T — Trt) + 1(t),

p=0
where N, is the number of users, and 7(?) denotes the AWGN. Since {ax;}%, and {74,}1*,are constant over one
symbol duration, let v;, (1) =
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Ly, —1
Z OékJ’w(t — iTS — Ck,OTc — Z Dk’p — T — Tk,l)j
=0 p=0

, and then

j—1
Vk,ij(t) = Va0 — > Diyp). Eq. (3) can therefore be recast
p=0

as
u o0 Nf_l j—1
Z Z dpe,iV,i0(t — ZDk,p) +n(t). )
k=0 i=—o0 j=0 p=0

3. Parallel signal acquisition with ps-sld algorithm

As demonstrated in Fig.1, y, (¢) denotes the output from the N branches of the SLD, where ¢ € [0,N,— 1] is
the index of a branch, k denotes index of the desired user. The term y, (¢) has the form

Ny—1+4q

Yrq(t) = Z r(t—1) xr(t— Dk’-,[m]Nf -7)

m=q

- ©

> Dy fp)w, )-

p=m-+1
where 1 € [0,T)) denotes the candidate offsets. Let T = n x T*, where the integer n € [0,N,— 1] is the step index,
and T"is the interval among candidate offsets.
Furthermore, z, [1] denotes the integration output of y, () based on every step indexes (n). z; [n] is given
by

(i41)Ts+cr,qTe+Tw
aaln] = [ a0
(i+1)Ts+ck,qTe

(i41) Tstcp,qTet T Nr -1+

= /( Z r(t—nTa) xr(t — (7)

i+1)Ts+cr,qTe m=q
Ny—1+4q
Dy, —nTa)*8(t = D Difyix,)
p=m+1

where 7, indicates the integration window. Generally, 7, < 1, ,, reasonably be assumed. Substituting Eq. (5) into
Eq. (7) yields

Ne14+a (i 1) Totep, g Tet T -1 oo Nyl
sl = / {
W= o ASE X
Jji—1
dk17i1vk1,i1,0(t — Z thp — nTA) + ’I”L(t — nTA)}
p=0

o~ Ny—1
{ Z Z Z de Izvkz L20 t_D]C [m]Nf (8)
ko=0 ig=—00 j2=0
Jji—1
_ Z thp — TLTA) =+ n(t — Dk,[m]Nf — ’I’LTA)}
p=0
Ny—1+4q
Z Dkv[p]Nf)dt

p=m-+1
Because the desired user index is 4, and the desired output is the multiplication of the mth and the (m+1)th
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pulses of the i-th or the (i+/)th symbols following the delay element, D,!,'\f, the desired terms can be extracted
with indexes k'=k’=k,

i =i+ |(m+1)/N |,i =i+ [m/N |,j=m+l,andj =1 f 2 f 1 2 m

from Eq. (8). Accordingly, z; [n] is given by

Nf—1+q/(i+1)TS+ck,ch+Tw
(

2qln] = {dk,z'+L<m+1>/NfJ X

m=q i—‘rl)T +ck,qT

Vk,i,0 t_ZDk [pIN —TLTA) X dk,i+|_7n/NfJ X

m—1

Uk5,0(t = Dimin, = D Dol — TLTA)}
p=0

Ny—1+4q

Z Dky[p]Nf)dt + ‘I’[Tl]
p=m+1
Ny—1+q

= Z (diit | (ma1)/N;] X Diyik m/Ng]) X

m=q
(i+1) Totch g Tot Too m
/ vi ol Z Dy [p1n
(i+1)Ts+ck,qTe

Nf 1+q
—nTp) %6t = Y Dypy,)dt + V(1]

p=m+1
Ny—1+q

= Z (dk,i+|_(7n+1)/NfJ X dk,i+|_7n/NfJ) X

m=q
Ny—1+q
: D
i+ 1) Tstcr,qTe o olt Z *lrl
—nTp)dt + U[n] (©)

(i+1)Ts+ck,qTe+Tw
= (Ny—1+ dk,idk,i-i-l)/
(i+1)Ts+cp,qTe

/(i+1)Ts+ck,ch+T
(

q—1
Vi ot —Ts — Zka_nTA)dt+‘I’[]

p=0
where W[n] denotes the noise and interference terms. -
Eq. (9) more produces
(i+D)Ts+ck,qTe+Tw

2kqn] = (Ny—1 +dk,idk,i+1)/

(i+1)Ts+cp,qTe
Ly, q—1

{ S apw(t =T — > Diy —nla —iT, —
=0 p=0

2
Ck70Tc — T — TkJ)} dt + ‘1/[71]

q—1
Since D Drp + croTe = qTy + e gTe 5 21.,4[n]is given by
p=0
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(i+1)Ts+cp,qTe+Tw

thgln] = (Ny— 1+ dydy i) /

(i+1)Ts+Ck,qTC
Ly,
{ Zak,lw(t — (i +1)Ts —nTa — qTy —
1=0
2
C/“ch — T — TkJ)} dt + \I/[n]
Tw
= (Ny—1+dpdiit1) / { ZOék,lw(t -
0

2
’I”LTA — qTf — T — TkJ)} dt + \I/[TL]

7) and w(t — 7,
Assuming that t,,' — ./’ > T, where Iy # 1, » then w(t - lel) ( )

“wt nT
are uncorrelated. In this case,
Jo (- A_qTf_Tk_Tk,h)Xw(t_”TA_qTf_Tk_kIZ):O
T dt , for each Iy # ls. ’
Finally, z, [n] is given by

Ly T
zk,q[n] = (Nf -1+ dk,idk7i+l) Za%«,l /O wQ(t _
=1
v~ nT = qT,— t)dt + P[n). (10)

If ¥[n] in Eq. (10) is neglected, then z, [n] exhibits a maximum when 1, = —(¢7,+ nT"). The estimated
branch index (¢) and estimated step index (n) at which z, [n] exhibits a maximum can then be determined
according to the criterion

[n," ¢"] = arg max z; [n], (11)
g€[0,N~1],n€[0,N~1]
whereN; := [Ty /Ta] Thus, the estimated propagation delay is given by = ~(¢T" ,+ nT" ).

Since the symbol boundaries aretiiy)mbol = (i+1)T, 4 7%, the estimated symbol boundaries can be derived by

1) o = (i + DT+ 7 = 0Ty + (T, — qTy — Ta). (12)

PERFORMANCE ANALYSIS
The preceding section describes how to determine the estimated symbol boundariesfgy)mbol , as shown in Eq.
(12). This section introduces the analysis of the probability of detection (PD). In Eq. (11), the estimators ¢” and #”

aim to find the true branch index (¢°) and step index (n"). The probability of detection is denoted as

Py(¢",n") = Pr{cj:q* and ﬁ:n*}

] = arg max= Pr{zk,q*[n*q’n zkyq[n]}. (13)

Significantly, at any given SNR, P,(g",n’) generally depends on »". This is because the noise terms of zi 1]

are correlated across 7 since observation windows are overlapping!”’. For analytical tractability, rather than
estimating the true symbol boundaries, this section discusses a coarse timing acquisition method. The coarse
timing acquisition aims to find ¢ and »" such that 0 < &' < T is satisfied, where £":= |T,— q*Tf— n T"| represents the
inaccuracy between the declared symbol boundary and the true symbol boundary. Furthermore, 7" can be equal
to or larger than the integration window (7},) for coarse timing acquisition. In this case, independence of z; [n]

can be reasonably assumed across ¢ and 7, because the integration windows are non-overlapping.
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The integration output based on each determined &"is given as z(E’) [n]. For the desired user £, the probability

density function (pdf) of Z(E*)[ ]is denoted as f; ,(z]e"). The probability of detection (PD) for every ¢ and n"based
on a determined €' is given as

O / e (2le)
/ fam x|57)daz) dz. (14
(q n)#(q n*) U
For each €', since two possible values of n” could satisfy the inequality, |7, — q*Tf— n'TY < T*, the PD for
coarse timing acquisition is given by
P& = p(q'.n"|e") + p(¢".n"le"), (15) where n”' and n” satisfy —T* < Ts—q*T f—n*lTA <0, and

0 s f= 2 * ¥
Assuming that ETS r qT n < T

is uniformly distributed over interval of [0,7"). The PD can then be obtained by averaging all possible &
over [0,7%), and is thus given by

1 [Ta
Py = = Pd(QT)dS.,-
Ta Jo
1 Ta (16)
= 7p | {parnilen) +aa msler) e
Substituting Eq. (14)into Eq. (16) yields
1 TA o0
Peo= g [ et
X / fam :c|€T)d:cdz}
qn)#(q ny) 17)
+{ / Jo=nz (2]er)
< I / Fan(@ler) da:dz}dsT
(g,m)#(q*,n3)
As presented in™®’, here we can also derive a lower bound from Eq. (17). It is given as
1 TA
PdZ& = ﬁ 0 H / fqn Z|ET
(q n)#(q*,ny)
></ fq7n(x|€T)dxdz}
(18)

+ 11 / fq= 3 (2le7)

(g,n)#(q*,n3)
></ fq,n(fl?|57-)d.’13dz}d€7-.

Through the central limit theorem, z( ’)[ n] can be treated as Gaussian distributed, in which case the lower
bound in Eq.

(18) becomes

/TA 11 Q<mq,n(z|‘97) Mge ny (2[27)

O (¢m)#(g*ny) \/Ug,n(zlgf) oe s (2le7)
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. \/02 (2ler) + 0% -(2] +) (19)

where () indicates the complementary cumulative distribution function (cdf) of a standard Gaussian random

(er)
k

~’[n], and o, (") denotes the

variable with zero mean and unit variance, m,_,(z|¢") denotes the mean of z

q.n
variance of

47 [l
4. Simulations

The performance of the proposed PS-SLD algorithm was evaluated through a series of simulations.
The multipath channels were generated using the UWB channel model proposed by IEEE 802.15.3a [9] with
parameters of (1/A, 1/A, I, y )=(42.9, 0.4, 7.1, 4.3) nanosecond (ns). The channel impulse response was assumed
over one symbol duration. Furthermore, for each user 4, an assumption was made that the propagation delay
of the first arrival signal, t;, was uniformly distributed over the interval [0,T}) ns, where T, = N,x T,. The frame
duration was specified as 7/=35 ns, and each symbol comprised of of N=32 frames. The desired user (indexed
as k) was assigned a TH code{cy ; };-V:’U_l that satisfied Dy, ,, # Dy, , for everyp £ ¢ The remaining users were
assigned random TH codes uniformly distributed over the interval [0, N, x T.) with N =35 and 7.=1 ns. The
training sequence for the data-aided (DA) TDT was composed of a repeated pattern (1, 1, -1, -1) for users, but
the transmitted datum, d,,, is randomly generated in the PS-SLD algorithm. The integration window, 7,, was
specified as 35ns in all of the PS-SLD simulations. Finally, in all simulations, when comparing PS-SLD with TDT
algorithms, 7" was defined to equal 7;in"".

Figure 2 illustrates the PD for PS-SLD algorithm obtained using computer simulation and Monte Carlo
simulation. Simulation results of the PS-SLD algorithm are similar to the the Monte Carlo simulation results of
Eq. (17), indicating that Eq. (17) forms sound theoretical values of PD. Moreover, the Monte Carlo simulation
results also demonstrate that Eq. (18) and Eq. (19) are identical.

Figure 3 shows the comparison of PD of the PS-SLD algorithm and the TDT algorithms. Simulation results
indicate that the PS-SLD algorithm obtains a higher PD than its TDT counterparts. This result is reasonable, since
the SLD receiver utilizes the unique time interval between two successive pulses, i.e. D, ,, as the time delay when
correlating the received signal with the time-delayed signal. Hence, the SLD receiver is more robust to noise and
interference than the dirty templates receiver.

Although the TDT algorithms are blind, the PD of TDT algorithm is only around 1/N,, because the receiver
can’t determine the desired user’s signals from other users’ signals in a multi-user environment. In this case, the
performance of PS-SLD is better than that of TDT algorithms in a multi-user environments.

My n(2|er) — Mg+ nx(2|Er
> i H Q< gn(2]E7) g=n ( |E ) )dgT, TA:TCFigures 4 and S compare the MSE between

PS-SLD and TDT algorithms for different 7, indicating that TDT algorithms with TA=T perform nearly the same
as that with , but the performance of MSE for the PS-SLD with performs superior to that with TA:Tf. Notably, the
PD of TDT algorithms is lower than that of the PS-SLD algorithm in Figure 3, but the normalized MSE of TDT
algorithms is not higher than that of the PS-SLD algorithm in Figure 4, because the constant of the estimated
symbol boundaries for PS-SLD algorithm is larger than that for TDT algorithms while T* =T}. Although the
performance in MSE of PS-SLD is a little larger than that of TDT algorithms while 7° =T}, the PS-SLD algorithm
performs superior to that of TDT algorithms when 7°=T..
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5. Conclusions

This investigation proposes an effective non-data aided (NDA) timing synchronization scheme PS-SLD.
Although PS-SLD has a higher hardware complexity than TDT schemes, its uncertain region is bounded within
one frame duration, and is only 1/N,of that of the TDT algorithms. Simulation results indicate that the PS-SLD
algorithm obtains a higher PD and a lower normalized MSE than the TDT algorithms in both multipath and

multi-user environments.
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Figure 1. Block diagram of shared looped delay-line (SLD) receiver for the kth user.
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Figure 2. PD simulations and theory results, with TA =TT in a single-use link.
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