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Abstract: In this paper, the special case UV decomposition of SVD decomposition, a common algorithm of 
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1. Introduction 
Driven by the concept of lifelong learning, many countries and international organizations are actively 

exploring the establishment of a new type of learning management system with learning achievement 
certification as the main content among different types of education, and a relatively complete system has been 
formed. However, countries (regions) differ in their choice of institutional models and have different emphases 
in practice. For example, Australia, the United Kingdom and other countries through the establishment of 
national qualifications framework system, so that formal education certificate and non-formal education 
certificate, academic certificate and vocational qualification certificate can recognize and communicate with 
each other; Canada, the United States and other countries have established credit certification systems by 
signing inter-school credit mutual recognition agreements; South Korea has established a “credit bank” system 
for learning achievement accumulation and certification to encourage more non-formal higher education 
system learners to obtain university diplomas. In recent years, the theoretical research on the learning outcome 
certification system in China has achieved certain results in terms of concept sorting, system design and 
mode selection. Provinces and cities have also begun to rely on the Open University or Radio and Television 
University to conduct research and exploration of the learning outcome certification system with regional credit 
bank pilot model. Many universities, including the Open University, are also exploring the learning results 
certification system on their campuses, and the practice of credit bank has also entered a key exploration period.
In the information society, credit bank information system is an 

carrier of learning outcome information management and an essential element for the exploration of 
learning outcome certification system. The establishment of a personalized recommendation system on the 
credit bank platform can effectively provide learning information to learners, help learners better choose 
appropriate courses, and ultimately promote the establishment and development of learning outcome 
certification system.

2. Big data analysis technology and credit bank information system 
The credit bank obtains a huge amount of data about learners. Therefore, we need an effective method to 

process and analyze the learner-related data, so as to correctly predict the needs of learners and recommend 
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relevant courses to them. And big data analysis technology is just such a technology to meet our needs, it can 
process massive data, such as classification and correlation. Classification and association technology does not 
care about causality, but directly uses statistical data association to find data relations, so as to extract useful 
information.

It is often difficult to know what subjects a learner is hoping to learn. At this time, we need to analyze the 
learning information of the learner and the learning information of other learners in order to make a reasonable 
course recommendation to the learner. This process is very similar to the product recommendation process of 
Taobao and other websites.

Big data analysis techniques can use data mining techniques or mathematical statistical analysis. Data 
mining is a specific data analysis technique that focuses on modeling and knowledge discovery for the purpose 
of prediction rather than pure description. Mathematical statistical analysis is the application of knowledge of 
mathematical statistics to analyze data, focusing on describing the properties of the data. 

The commonly used algorithms of data mining mainly include: ID3 algorithm, k-means, logistic 
regression, degree learning technology, Decision trees, SVD decomposition, random forests, large-scale matrix 
operations, and more recently deep ,etc. In this paper, the UV decomposition algorithm in SVD decomposition 
is used to process and analyze the data, so as to extract the required data. This technology is simple to 
implement, the data demand is not very high, and can be effectively recommended. Therefore, we apply this 
technology to the personalized recommendation platform of our credit bank.

3. SVD decomposition
SVD decomposition, singular value decomposition, has been applied in many fields. It is mainly used to 

classify database files in data mining. This method is mainly used to reduce the dimension of data.
The principle of  SVD decomposition is as follows:
For any matrix A, the singular value decomposition mathematical formula is defined as follows:
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In formula (1), A represents an m ×n matrix, U represents a m ×m unitary matrix, ∑ represents a semi-

positive definite m ×n diagonal matrix, and V T represents an n ×n unitary matrix. The elements on the diagonal 
of the minor quadrilateral matrix are the singular values of A.         

If the diagonal elements of the ∑ are arranged in order from largest to smallest,then the ∑ is uniquely 
determined by A. That is:
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If the elements on the diagonal of the ∑ matrix are all 1, it is a special case of SVD decomposition, that is, 
UV decomposition. It is the UV decomposition used in this article.

4. The personalized recommendation of UV decomposition applied to credit 
bank information system

For a learner, courses of interest are often related. Therefore, we can analyze the courses that learners have 
learned in the past to judge the courses that learners may need to choose and make further recommendations.
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For example, we can classify the courses in the credit bank platform according to Chinese,English, 
mathematics, computer and other course categories, and then evaluate the value of certain courses according 
to learners’ elective situation, survey feedback and satisfaction. In our recommendation system, we divide the 
value of a course into 1-5 grades (the greater the value, the greater the value of the course, and the more likely 
it is to be taken by learners). As shown in Table 1, where A, B, C and D represent different learners, the blanks 
are the courses that have not been taken or have been taken without satisfaction evaluation.

Table 1. Values of different categories for different objects.

learner Course 
Category 1

Course 
Category 2

Course 
Category 3

Course 
Category 4

Course 
Category 5

Course 
Category 6

A 4 5 1
B 5 5 4
C 2 4 5
D 3

We can use an n× m matrix M with blank terms to describe the value of m different elective courses for 
n learners. For example, in Table 1, we can use a 4 ×6 matrix to describe, we only need to give the value of 
blank items, we can determine the value of unselected courses to learners. According to the value of unselected 
courses, we can decide which kind of courses to recommend to electives first.

We estimate the value of the blank term of the matrix M by UV decomposition.

The algorithm is shown as follows:

For an n ×m matrix M, we can assume that U is an n ×d matrix, and the V is an d ×m matrix (d can be 
any positive integer), and for each of the U, V matrices element is assigned an initial value (in general, the 
initial value is assigned 1), so that P=UV. Then by adjusting the way of each element in U and V many times, 
in order to make P as close to M as possible, we can use the sum of squares of the difference between M and 
the non-empty element of P as the metric standard, and the sum of squares is recorded as the root-mean-square 
error, that is, the smaller the root-mean-square error, the closer P is to M. When all the elements in U and V 
are adjusted only once, it can be remembered as an iterative process. The values of all elements in U and V are 
constantly changed in an iterative way. When the absolute value of the root-mean-square error of an iteration 
process and the root-mean-square error of the previous iteration process is less than a certain threshold, the 
iterative process is terminated and UV is determined. In this case, the root-mean-square error can reach a local 
minimum, but the local minimum may not be the global minimum. We can obtain different local minima by 
assigning different initial values to UV, estimate the global minimum with the minimum value of all local 
minima, and save the value of UV in this case, and find out the P-value through P=UV. The M blank value is 
estimated by the corresponding element of the P value. In this way, it is possible to decide which type of data is 
selected first.

The elements are adjusted as follows:

If we need to adjust an element in row r, column s of the matrix U, we first replace urs with x, then:
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	 (3)
Where prj is an element in row r, column j of matrix P, and urk is row r, column S of matrix U

An element of column k, vkj is an element of row r, column j of matrix V.
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And the square of the difference between an element of column j in row r of an M matrix and an element 
of column j in row r of a P matrix

can be expressed as:
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From equation (4), we can see that when we replace urs with x, the difference between mrj and prj will be 
affected for all j. We want to ensure that the value of the root-mean-square error is the minimum, that s, we find 
the minimum value of equation (5).
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When we take the derivative of x, we can find the minimum value of the above equation when the 
derivative is 0. That is:
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Then x can be obtained as:
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That is, we can adjust the elements of U by formula (7) in turn, and similarly, when we set any element of 
V to y, that is, vrs= y. We can find:
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That is, we can adjust the elements of V in turn by equation (8). 
For example, if M is:
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� − 2� � − ≠ � − �� = 0� 

 = �� �− ≠ ���

� �
2�



 = � − ≠ ��

 
2�



5 2 4 4 3
3 1 2 4 1
2 3 1 4
2 5 4 3 5
4 4 5 4



1 1
1 1
1 1
1 1
1 1

1 1 1 1 1
1 1 1 1 1 

	 (9)

We can assign the initial value UV to:

	

A=U � 

=

1 0 ⋯ 0 ⋯ 0
0 2 ⋯ 0 ⋯ 0
⋮ ⋮ ⋱ ⋮ ⋮ ⋮
0 0 ⋯  ⋯ 0
⋮ ⋮ ⋮ ⋮ ⋮ ⋮
0 0 0 0 ⋯ 0

�

� = =1
 �� = ≠ �� + � 

� − �
2
= � − ≠ � − ��

2


� � − ≠ � − �� 2� 

� − 2� � − ≠ � − �� = 0� 

 = �� �− ≠ ���

� �
2�



 = � − ≠ ��

 
2�



5 2 4 4 3
3 1 2 4 1
2 3 1 4
2 5 4 3 5
4 4 5 4



1 1
1 1
1 1
1 1
1 1

1 1 1 1 1
1 1 1 1 1 	 (10)

We first set u11 to x, and by equation (8), we can find x=2.6.
By iterating over and over again, we can get the value of UV, and then we can calculate the value of M, 

including the value of the position of the M blank. That is, we can estimate the value of the course the learner 
did not choose, and then decide which course to recommend to the learner. 

5. Conclusion
In this paper, UV decomposition is used in the personalized recommendation of credit bank information 

system, which can provide intelligent and accurate recommendation for learners’ personalized learning needs, 
guide learners’ learning direction, and improve learners’ satisfaction.
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